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BINOCULAR CONTRAST SUMMATION---II. 
QUADRATIC SUMMATION 

(&wired 7 July 1982; in recised farm 10 Augusr 1983) 

Abstract-Quadratic summation is presented as a rule that describes binocular contrast summation. The 
rule asserts that for left-eye and right-eye contrasts C, and C,, there is an effective binocular contrast 
C given by the formula: 

Pairs of left-eye and right-eye stimuli that produce equal values of C are equivalent. Quadratic summation 
is applied to the results of experiments in which stimuli presented to the two eyes differ only in contrast. 
It provides a good, first-order account of binocular summation in contrast detection, contrast discrimi- 
nation, dichoptic masking, contrast matching and reaction time studies. A binocular energy-detector 
model is presented as a basis for quadratic summation. 

Binocular vision Binocular summation Contrast 

This paper presents a ~he~r~ti~~~ d~scr~pti~~ of binoc- 

uiar contrast summation. Most of the data come 
from studies using sine-wave gratings. The only cases 
to be considered will be those in which the two eyes 
are stimulated by sine waves of identical spatial 
frequency, orientation, and phase relative to fixation. 
Only rhe effects of ~~~f~~~~ will be considered. 

Quadratic surnrn~~~o~ will be presented as a de- 
scription of binocular contrast summation. It gives a 
good, first-order account of a variety of phenomena, 
some of which have received no previous explanation. 

Qmlraric summution means that monocular sig- 
nals add q~adraticalfy to form a binocular signal. For 

the case of tontrast, the combination rule is stated as 
follows. For left-eye and right-eye contrasts of C, and 
C,, the binocular signal has eflectiue binocular con- 
trast C given by 

c = J_~. (1) 

This formufa assumes that the two rnonoc~la~ cftan- 
neis are equally sensitive. Equation (I) might be 
amended to account for some forms of ocular dom- 
inance by weighting C, or C, by some appropriate 
factor. In equation (I>, a given value of the effective 
binocular contrast C might result from ~~~~~~~u~ 
stjmulation of the left eye, ~~~~~~~~~ stirn~la~ion of 
the right eye, b~ff~c~~a~ stimulation in which equal 
contrasts are presented to the two eyes, or dichoptic 
stimulation in which unequal contrasts are presented 
to the two eyes. According to the quadratic sum- 
mation rule, all such stimuli will have the same effect. 
Acsordingf~~ equation (f) can be used to predict 
relationships among monocular, b~nocufa~ and di- 
choptic stimuli. 

Although equation (I) establishes contrast equiv- 
alence r~fat~ons Arnold monocular, binocuf~r and 
dichoptic stimufi, it is nut a model of contrast 
processing per se. For example, it does not predict the 

shape of the detection psychometric function, or the 
shape of the contrast discrimination function. On the 
other hand, if the form of such functions are known 
for monocular viewing, equation (If) predicts the 
corresponding form for binocular viewing, or vice 
versa. 

In the following sections, the quadratic summation 
rule wilt be used to study contrast detection, contrast 
discrimination, dichoptic masking, contrast matching 
and reaction-time data. Within limits, quadratic sum- 
mation provides a reasonable account of binocular 
summation phenomena associated with all of these. 

CONTRAST DETEflION 

The quadratic summation rule can be used to 
predict binocular tbr~sh~Ids from rnon~cu~a~ thresh- 
olds. Suppose the monocullar threshold contrast is 
Ck. (In this paper, primed symbols refer to thresh- 

olds.) From equation (I), the effective binocular 
contrast, C, is equal to Ch. Suppose that the thresh- 
old is obtained for a binocular grating in which equal 
contrasts are presented to the two eyes. Let the 

contrast in this case be CL. From e 
fl), the effective binocular contrast, C, associated 
with the binocular grating is just J/IC;. Quadratic 
summation predicts that both the monocular and 
binocular thresholds will be determined by the same 
value of C. Therefore, monocular ~hreshofd CL and 
binocular ~hreshofd C; are refated by the equation 

c; = fit;. (3 
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Quadratic summation predicts that the monocular 
threshold is ,_ 2 times greater than the binocular 
threshold. There is a great dcul of evidence that 
monocular ~h~es~~~d contrasts are about ~ ‘j =t 1 ._t 
rimes greater than monocular thresholds (see, e.g. 
Campbell and Green, 1965: Blake and Levinson, 

19771. Leggc (1983) found moffoc~far,‘b~noc~~~r 
thr_eshold ratios of about 1.5. slightly greater than 

Contrast detection is characterized more corn- 

pletely by the psychometric function. Foley and 
Legge (1981) and Legge (1984) have shown that 
contrast detection can be represented by a rc- 
lationship between detectability cl’ and contrast C of 
the form 

rf’ = [C. C’,“. 

C’ is the contrast that corresponds to n’ = I, and may 
be taken as a de~nition of threshold contrast. n is an 
index of the steepness of the psychometric function, 
with typical values of 3 or slightly more (Foley and 
Legge, 1981; Legge, 1984). Although quadratic sum- 
mation predicts that the monocular and binocular 
thresholds will differ by a factor of &, it predicts 
that values of the steepness parameter n will be the 
same in the two cases. Legge (1984) measured mon- 
ocular and binocular detection psychometric func- 
tions for 0.5-c/deg sine-wave gratings. No statisticail~ 
significant differences between monocular and binoc- 
ular steepness parameters were found. As a corollary, 
we may derive the relation between monocular de- 
tectability i/k, and binocular detectability cii. If n = 2, 
cfI;, = (C,/Cg)’ = (C/$C$ = $C/C$ = #;S. This 
means that the monocular detectability is equal to 
half the binocular detectability for a given contrast C. 
More generally, for contrasts C,_ and CR presented to 
the left and right eyes, the relation between binocular 
and monocular values of ci’ is given by 

If> = d; -+ n;. 

This relation is calted simple d’ summation by Green 
and Swets (1974). It is a direct prediction of quadratic 
summation. In the contrast-detection data of Legge 
(1984), there was a tendency for binocufat de- 
tectabilities to exceed the sum of the monocular 
detectab~lities, but the tendency was not statistically 
significant. 

Anderson and Movshon (1981) have measured 
contrast thresholds for dichoptic stimuli with mon- 
ocular components having unequal contrasts. What 
does quadratic summation preduct in this case? %Kc: 

a fixed level of performance should correspond to a 
fixed value of C in equation (I), thresholds for 
unequal component contrasts should obey the re- 
lation 

CC,_)’ + (CR)’ = constant. 

The data of Anderson and Movshon are consistent 
with this prediction. 

t DETECTION 1 
MONOCULAR 

LEFT , EVE 

Fig. 1. Geometrical model of quadratic summation. In the 
drawing, distance represents effective binacular contrart. 
Horizontal and vertical distances represent right--eye and 
left-eye contrasts res~c~i~e~~. (A) ~~~~ular and ~~~~cu~ar 

detection. (I!$) Monocular and dichoptic ,discrimination. 

Figure t(A) provides a pictoriat r~~rese~t~tio~ of 
monocular and binocular detection, according to 
quadratic summation. In the diagram, the “effective 
binocular contrast” corresponds to distance from the 
center of the cirde. Horizontal distance corresponds 
to right-eye contrast, and vertical distance to l&-eye 
contrast. A criterion value of C. associated with 
threshold, is represented by a circle. The criterion 
value can be achieved by 8 monocular contrast of 
h/%J;, or by equal monocular contrasis CA added 
quadratically, that is. at right angles. 

In contrast discrimination experiments. observers 
are typically required to discriminate between two 
sine-wave gratings that differ only in their contrasts, 
C and C + AC. The smallest value of AC that allows 
for reliable discrimination is the ~~~~~f~~~~ j~z~~e~r~~r 
tkreshofd. The relationship between increment thresh- 
old AC and background contrast C is sometimes 
called the ~~~~~~sf ~~c~~~~~~i~~ ~~~1~~~~~~. When the 
background contrast is 0, contrast discrimination 
reduces to contrast detection. 

The contrast disc~mination f~nctiot~ f‘or a given 
stimulus can be measured monocularly or binocu- 
larly, What reIationship between the two does quad- 
ratic summation predict? Suppose the background 
contrast is C,. According to equation (1). ihe corre- 
sponding effective binocular contrast C is equal to CO 

for monocular viewing, and fiC, for binocular 
viewing. Suppose an increment AC is added to the 
background. The increment of the effective binocular 
contrast is just AC for monocular viewing, and 
,+,‘?AC for binocular viewing. In a plot of j~crerncn~ 
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threshold LJC vs background contrast C, quadratic 
summation predicts that the monocular results can be 
deriv,ed from the binocular r@ts by multiplying the 
binocular thresholds by .i’2 and plotting them at 
backgiound contrasts that are increased bv a factor 
of t 2. Graphically. this amounts to shifting the 
binocular data vertically by a factor of ,!“3* and 
right~~ard by a factor of j7 \” -. 

This prediction was examined e.~perime~t~I~~. 
Monocular and binocular contrast ~~scr~rni~at~o~ 
functions were measured for 0.5.c;deg sine-wave 
gratings. The stimuli and apparatus were described in 
detail by Legge (1983). The forced-choice paradigm 
has been described in detail by Legge and Kersten 
(1983). In short, observers viewed a 340cd’m’ CRT 
display. A vertical septum divided the screen into two 
halves. one for viewing by each eye. Fixation marks, 
base-out prisms and spectacle lenses ensured a fused 
image. A computer generated digital waveforms that 
were applied to the Z-axis of the CRT display so that 
~~ti~~s could be presented to either or both sides of 
the screen. Threshold estimates were obtained from 
forced-choice staircases with six reversals ~Wetherii~ 
and Levitt, 1965). 

Two observers participated in the experiments. 
Both were well practiced. Neither observer had 
significant eye differences in detection thresholds for 
0.5 c,deg. For each of seven background contrasts, 
six binocular and monocular (right eye) threshold 
estimates were obtained for observer K.J. For G.D., 
four such estimates were obtained. During mono- 
cular stim~iation, the contraiatera~ eye continued to 
view a uniform fietd. apart from fixation marks, of 
the same mean ~~rninanc~. 

The two panels of Fig. 2 show monocular and 
binocular contrast discrimination functions for the 
two observers. The points are geometric means of the 
several threshold estimates. The bars represent 
& I SE. The four discrimination functions have the 
familiar “dipper shape” (Legge and Foley, 1980; 
Legge and Kersten, 1983). First, consider the binoc- 
ular data (open circles). For background contrasts of 
“), and above, the data have been fitted by straight - I 0 
lines. The solid curves through the remainder of the 
data have been fitted by eye. The slopes of the 
straight line portions are 0.54 and O&L for K.J. and 
G.D. respectively. Accordingly, for both observers, 
s~~rathreshoId binocular contrast discriminative can 
be described by a power law relation between in- 
crement contrast and background contrast, with an 
exponent near 0.6. These results are in agreement 
with similar findings for sine-wave gratings (Leggy 
and Foley, 1980: Legge, 1981). light and dark bars 
(Legge and Kerstcn, 1983) and diffetence-of- 
Gaussians (Wilson, 1980). 

Given the results for binocular contrast discrimi- 
nation. the quadratic summation rule predicts the 
form of the mo~oc~iar contrast djsc~irni~at~on ftmc- 
tion. It is found simply by shifting the binocular curve 
upward arid to the right by factors of v/‘?. The dashed 

lines in Fig. 2(A) and Z(,S) constitute this prediction. 
The triangles represent the monocular data. The 
monocular results are in reasonable agreement with’ 
the prediction. In particular, for low background 
contrasts. and for contrast detection, the 
monocular/binocular threshold ratio is greater than 
at high contrast. In fact, both the data and predic- 
tions agree that for suprathreshold background COII- 
trasts, there is very lit& difference between mon- 
ocuEar and b~~oc~~ar thresholds. In other words, 
there is very little binocular advantage in supra- 
threshold contrast discrimination. The same conclu- 
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Fig. 2. ~Monocular and binocular contrast discrimination 
functions. Contrast increment thresholds are plotted as a 
function of background contrasts for 05c/deg sine-wave 
gratings. Each point is the geometric mean of several 
threshold estimates, each derived from a forced-choice 
staircase. Bars represent + I SE. Solid curves have been 
drawn to fit the binocular data, The dashed curves are the 
quadratic summation ~~dict~o~s for mon~ular contrast 
di~~m~~ation. The monocular predictions are derived from 
the solid curves by vertical and horizontal shifts of factors 

of ,,6. (A9 Observer K.J. (B) Observer G.D. 



sion was reached previously by Legge ()984). & 

measured psychometric functions for contrast c,h,- 

crimination for background contrasts of j and lj’l,,. 
Much less binocular s~rnrnatio~ was observed in 
these cases than for contrast detection, 

Binocular cantrast interactions have been revealed 

by contrast masking studies (Legge. 1979: Levi er u/,. 
t979)+ TWO cases have been compared. In nrcmxulur 

masking, threshold contrasts for test gratings 
presented to one eye were measured when rnask~~g 
gratings were presented to the same rqe. In ~~i~iJ~p(~t, 

masking, thresholds for test gratings presented to one 
eye were measured when masking gratings wertz 

presented to the contralateral eye. In both cases, 
masking was found to be spatial-frequency and orien- 
tation specific. However, Legge (1979) observed ;t 
very ~~~li~~ difference between rno~o~~lar and di- 
choptic masking. When masker and test were idenri- 
cat, except for contrast, dichoptic masking produced 
much greater threshold elevation than monocuiar 

masking. No quantitative explanation has been 
offered for this difference. 

In Fig. 3(A) and 3(B), thresholds obtained in 
monocular and dichoptic masking experiments have 
been replotted from Legge (1979): The data pertain 
to co~d~t~o~s in which test and maskers differed only 
in contrast, and may be referred to as monocular and 
dichoptic discrimination. Data from several spatial 
rreq~eneies are plotted in no~ali~ed coordinates in 
which all contrasts have been divided by the detection 
threshold contrast. As a result, normalized contrasts 
of 1.0 correspond to threshold contrast, Except for 
the 0.5-c/deg data (see below), each point is the 
geometric mean of I2 threshold estimates, each from 
a two-aIte~~ative corned-choice staircase, pooled 
across two observers. Each forced-choice trial consis- 
ted of two 200-msec intervals. The “masker” or 
‘~ba~k~rou~d” was presented in both intervals, and 
the test was added in one. From the observer’s point 
of view, both the monocular and dichoptic tasks 
involved a discrimination in which they sought to 
identify the interval having the higher apparent con- 
trast, In Fig. 3(A) and 3(B), solid curves have been 

drawn through the data. lest-~tt~ng straight Lines 
have been fit to the data at medium and high 
contrasts, and smooth curves drawn through the 

load-contrast data. 
In Fig. 3, data at OX, 1,4, and I6 cJdeg come from 

Legge (1979), but the 0.5-cideg data have been added 
as a replication. The OS-cjdeg thresholds were ob- 
tained from psychometric functions for monocukr 
and &&optic contrast discrimination collected with 
the methods described by Legge (1984). Data are for 
one obseryer, D.P., and are re~~~~e~tat~ve of data 
collected from three observers. Each of the O.Wdeg 
points in Fig. 3 is a geometric mean of 8 threshold 
estimates (four right eye and Four left eye). each 
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Fig 3. Monocular and dichoptic contrast ~~~rimi~atian. 
Test t~r~~ho~d~ are plotted as a junction of background 
contrast. Test and background were identical in spatial 
frequency, orientation, and phase. Contrasts have been 
normalized by the appropriate contrast detection threshold. 
Data for 5.25, 1. 4 and 16 cjdeg have been replotted from 
Legge (1979). Data of 0.5c/deg were obtained with the 
methods described by Legge (1984). Bars show maximum 
standard errar % I SE. (A) Mon~~[ar di~~rn~natio~~ back- 
ground gratings and test increments were presented to the 
same eye, while the contralateral eye viewed a unifotm field 
of the same mean luminance. The straight-line portion of 
the solid curve through the data has a slope of 0.5 in the 
log-log coordinates. A smooth curve has been drawn by eye 
through the tow-contrast data. (B) Dichoptic discrimi- 
nation: the background grating was presented to one eye 
while the test grating was presented to tfse oth~er_ The solid 
curve through the data is the fit provided by Legge (1979). 
The straight-line portion of the curve has a slope of 0.9 in 
the log-log coordinates. The dashed line through the data 
is the p~dictjon of quadratic summation. It was derived 
from the solid curve through the monocular data in panel 

(A). using equation (4). 

derived from a psychometric function. The dichoptic 
discrimination trials were interleaved with the mon- 

ocular d~scrim~~at~on trials. 
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In the normalized units of Fig. 3. data at the live 

spatial frequencies appear to follow the same func- 

tions. For monocular discrimination. we have the 
familiar dipper. characterized by “facilitation” at low 
background contrasts, and a steady rise at high 

background contrasts. By comparison. the dichoptic 
discrimination data exhibit a weaker facilitation 

effect at low contrasts, and a much steeper rise at high 
background contrasts. 

The quadratic summation rule can be used to 
predict the dichoptic discrimination results from the 
monocular results. Suppose the background contrast 

presented to one eye is CO. From equation (I), the 
corresponding effective binocular contrast C is also 
CO. Suppose the monocular increment threshold is 
C,. This means that the observer can just discrimi- 

nate a grating having contrast CO + C,, from a grating 

having contrast CO, if the two are presented mon- 
ocularly. The effective binocular contrast correspond- 

ing to the higher contrast grating is just CO + CA,. 
Now. suppose that instead of adding the increment to 

the background in the same eye, a contralateral test 
grating is presented. Let the threshold for this di- 

choptically presented test grating be Cc;. From equa- 
tion (I). the effective binocular contrast C associated 
with a grating of contrast C,) presented to one eye and 
a, grating ,of contrast C; to, the other is 
I (C,,)- + (C&. Quadratic summation predicts that 
both the monocular and dichoptic thresholds will be 

determined by the same value of C. Therefore, mon- 

ocular threshold C;,, and dichoptic threshold C; for 
a given background contrast C,, are related by the 
equation 

C” + c,:, = J(C,)? + (C$. 

Algebraic manipulation of equation (3) gives C; as a 
function of C, and C,, 

c; = &co + Cb,)? - (C,,)‘. (4) 

Equation (4) is the quadratic summation prediction 
for the dichoptic threshold C;, given the monocular 
threshold C’; for background contrast CO. 

Equation (4) was used in conjunction with the 
monocular discrimination results of Fig. 3(A) to 

predict dichoptic discrimination. Values along the 
solid curve in Fig. 3(A) were “plugged” into equation 
(4) to generate the dashed curve in Fig. 3(B). This 
dashed curve is the quadratic summation prediction 

for dichoptic discrimination. The dashed curve lies 
very close to the solid curve through the data, and 
provides a good account of the results. In agreement 
with the results in Fig. 3(B) and with measurements 
of Blake and Levinson (1977), quadratic summation 
predicts a reduced facilitation eflect for low-contrast 
backgrounds in dichoptic discrimination. Also in 
agreement with the data, quadratic summation pre- 
dicts a steeper rise in threshold contrast for dichoptic 
compared with monocular suprathreshold back- 
grounds. The success of the quadratic summation 

rule in predicting the unusual dichoptic discrimi- 

nation results. without any free parameters. is per- 

haps its major accomplishment. 
The reason uhy quadratic summation predicts 

higher thresholds in the dichoptic case can be seen in 

Fig. l(B). As in Fig. l(A). distance from the center 

of the circles corresponds to effective binocular con- 
trast. Contrast discrimination amounts to increasing 

the effective binocular contrast by some criterion 
amount, The just-discriminable pair of eflective bin- 

ocular contrasts are represented in the diagram by 
concentric circles. For a background contrast of CO 
presented to one eye, an increment may be added in 
the same eye or the other eye. In the latter case, the 

addition is at right angles. By comparing the mon- 

ocular and dichoptic cases in Fig. I(B). it is clear that 

the contrast added at right angles (quadratic sum- 
mation) must be considerably greater than the con- 

trast added linearly in order to reach the outer circle. 

Figure l(B) makes it easy to verify equation (4) as 
well. The vertical line of length C<; is one side of a 

right triangle. The side adjacent at the right angle has 
length C, and the hypotenuse has length CO + C:. 
Equation (4) immediately follows from the Pythag- 

orean theorem. 

CONTRAST \l.-\TCHISG A?4D RE.ACTlOS TI\IE 
STUDIES 

Psychophysical paradigms other than those relying 
on threshold measurements can be used to assess 
binocular summation. 

Legge and Rubin (1981) performed a binocular 
contrast matching experiment, similar to Levelt’s 

(1965) binocular brightness matching experiment. 

They used a matching procedure to find pairs of 
unequal monocular contrasts of sine-wave gratings 

whose binocular appearance matched a standard 
stimulus. The standard consisted of equal-contrast 
gratings presented to the two eyes. They found that 
their data could be fit by functions having the form 

(C,)” + (C,)” = constant (5) 

where C,. and C, are the left-eye and right-eye 
contrasts that combine to match a particular stan- 

dard. Quadratic summation predicts such a relation 
with n = 2. Legge and Rubin (1981) found values of 
n ranging from 1.6 to 4.3, but with most values 

clustering near 2. Values of n tended to be slightly 

higher for higher standard contrasts than for lower 
ones. Their results were similar at I and 8 c/deg. As 
a first approximation, the binocular contrast match- 
ing results are described by quadratic summation. 

Birch (1979) and Iverson. Movshon and Arditi (1981) 
have conducted similar measurements of binocular 

contrast matching. Their results generally conform to 
quadratic summation as well. 

There are two experiments in which reaction times 
have been measured as a function of contrast for 
gratings viewed binocularly and monocularly (Har- 



werth et al. 1980; Blake et a/. 1980). If reaction times 
are based on some property of the “binocular signal” 
that results from combination of the monocuiar 
inputs, the quadratic s~mmatiu~ model predicts that 
identical reaction times will occur for monocular 
gratings having contrasts L 1 times greater than 
binocular gratings. In both studies. 
monocuiar~binocular contrast ratios near X1 for 
criterion reaction times were found for near- 
threshotd stimuh. Actually. Harwerth et af. found 

values ranging from 1.44 to 1.74, slightly greater than 
b/5. However, for suprathreshold contrasts. Blake rf 
al. (1980) found contrast ratios that increased to 
values near 2. On the other hand, Hatwerth et tri. 
(1980) found substantiat individual variation in the 
mon~cuiar~bin~cular contrast ratios for supra- 
threshold gratings with some values exceeding V .z 
and others being less. Apparently quadratic sum- 
mation provides a reasonable account of the near- 
threshold reaction time results, but cannot account 
for the variable suprathreshold findings. 

M~~~~tude estimation experiments would be an- 
other way of testing quadratic st~mmation. It is 
known that perceived contrast can be described as a 
threshold-corrected power function of stimulus con- 
trast for sine-wave g~t~~~s. The exponent appears to 
lie somewhere in the range from 0.7 (Cartesman CI 
al., 198 I) to I.0 (Cannon, 1979). For suprathrrshold 
stimuli, quadratic summation predicts that both 
monocular and binocular functions should have the 
same exponent, but should differ by a scale factor in I‘ 
ovetali magnitude. The scale factor should be (,‘I?)“’ 
where n is the exponent of the power function. For 
n in the range 0.7-l .O, quadratic summation predicts 
that binocular magnitude estimates should be 
~-41% greater than monocular estimates for the 
same stimulus contrast, This experiment has not yet 
been done. Stevens (1967) did a c~rn~a~~b~e sxpcri- 

INPUT NOISE 

ment in which he compared rno~oc~~~r and binocuiar 
brightness estimates. Thz brightness po~ver function 
has an exponent of about 0.33, so quadratic sum- 
mation would predict a scale factor of I * 31” :3 = 1.12 
for this case. This is exactly what Stevens found. 3 
slight difference between monocular and binocular 
judgments with a mean difference of about I bB. 

A rule of binocular contrast summation must 
specify which combinations of left-eye and right-eye 
contrasts are equivalent stimuli. Quadratic sum- 
mation is such a rule. In this section, sve address txo 
major questions. What sort of model of binocular 
interaction might yield quadratic s~mm~ltion? Can 
this form of binocular contrast interaction be related 
to existing models sf contrast coding in vision’? 

The qucldratic summation rule contains terms in 
squared contrast, suggestive of a square-law device. 
Such a device is at the heart of the energy-detector 
model of sj~~a~-d~tect~on theory fCreen and Swets. 
1974, Chap. 8). The energy detector has been a 
valuable heuristic for studies of auditory psycho- 
physics. A simple extension of the energy-detector 
model to the case of binocular contrast summation 
manifests quadratic summation and at the same time 
closely resembles some current models of contrast 
coding. Figure 4 presents a block diagram of the 
binocut~~r energy-&tector model. Taken separately. 
each monocular c~a~~e~ is ~q~~vaIe~t to ihe energy 
detector described by Green and Swets 
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jp3tiaI fr,PqUHK~, linJ .\: the ~Q~~~~~~. The corre- 

sponding contrast function C(.r1 is defined to be 

(Linfoot. 1963) 

More generally, the contrast function depends on two 
spatial dimensions as well as time. and is svvritten 

f (.u,~.r ). We take the contrast functions associated 
ivith the left and right stimuli as the inputs to the 
model in Fig. 3. The broad arrows indicate trans- 

mission of an entire function of space and time. such 
as a contrast function. The thin arrows represent 
transmission of a single number per stimulus 

present~~t~vn (see below). Zero-mean, constant- 

variance Gaussian noise is added to the input. This 

noise limirs performance near threshold. Pelli (198 I) 
has provided psychophysical evidence for the exis- 

tence of such noise’. The noise-perturbed contrast 

function is passed through a linear spatiotemporal 
filter. [This filter may be constructed from a set of 
identical receptive fields distributed over space. The 
outputs of the receptive fields constitute a discrete 

appr~~irnat~~n to the ~oflvolution of the input with 
the weighting function of the receptive fields.) The 

output. H(s,_~,r), of the filter is then squared. The 
output, H’(x._YJ), of the square-law device is then 
integrated over the spatial and temporal extent of the 
stimulus to yield a single number for each stimulus 

presentation. For a given st~rnul~s, the output of the 

integrator is a random variable that is approximately 
Gaussian.* The pair of noisy outputs from the twa 
monocular channels are added to form the bj~~u~~f/~l~ 

.ri~@. The binocular signal is also approximately 
Gaussian. 
--. ~- 

*The intzgrator’s output is actually the sum of N xz 
variables. where 8 is determined by the spatial and 
temporal extent of the stimulus and the filter’s band- 
width. U&X N is small, the sum is app~ox~rnate~y 
Gaussian, by the central limit theorem, For stimuli that 
are narrowly confned in space and time, the approxi- 
mation breaks down. 

+To see this, consider the incremental gain which is equal 
to the derivative of the binocular output with respect to 
contrast. Denote the output by S. S rises as the 
2 x 0.2 = 0.4 power of contrast. Therefore, the in- 
crementrt1 gain is proportional to d;dC(C”.‘) which is 
proporrional to C-‘I*. Therefore, the contribution of the 
input noise to the binocular output has standard 
dekiation that drops as the -0.6 power of contrast and 
variance that drops as the - 1.2 power. As contrast 
rises. the input noise rapidly becomes insignificant 
compared with the ~ons~a~i-valance central noise. 

~Discr~m~nat~on performance is determined by the ratio of 
mean to standard deviation of the decision variable. In 
this case. the decision variable is the binocular output 
S. Ptt high contrasts. the mean of S rises as CO-” and its 
standard deviation is independent of contrast. There- 
fore, the ratio of mean to standard deviation rises as the 
0.4-power of contrast. For the case of signal-dependent 
noise, the mean rises as sq~lared contrast. and the 
standard deviation rises as the O&power of the mean 
or f&power d contrast. Therefore. the rdti0 of mean 
to standard deviation also rises as the O.&power of 
COntrasl. 

The remajni~g elements of the model are required 

to make it consistent with conrrast-discrimination 

data. Suprathreshold contrast discrimination usually 

obeys a power-law relation between incremental 

threshold AC and background contrast C with an 
exponent near 0.6 (Legge. 19Sl). The growth of AC 
can be accounted for by a compressive trans- 

formation of the binocular signal and the addition of 

noise. In Fig. 4. the binocular signal is subjected to 
a compressive power-law tra~5formatio~ with ex- 
ponent O.Z, followed by the addition of zero-mean, 
constant-variance noise. This noise is termed cent& 
noise to distinguish it from the input noise, {Over a 

two log-unit range of contrasts. a 0.2-power law can 

be approximated by a log transformation. A log 
transformation could have been used in Fig. 4,) 

At low contrasts, the input noise dominates and 

limits performance. As contrast rises, the variance 

contributed by the central noise to the binocular 

output remains constant, but the variance con- 
tributed by the input noise is attenuated by the 

compressive nonlinearity. Eventually. the central 
noise dominates,~ and AC grows with C. 

The combination of a 0.2-power law with 
constant-variance central noise is equivalent to add- 

ing a signal-dependent noise with standard deviation 

proportional to the O&power of the binocular sig 
na1.S Such an alternate formulation could have been 

used in Fig. 4. In fact, there exists electro- 

physiological evidence for signal-dependent noise. 

Tolhurst ef ul. (198 1) measured the mean and stan- 
dard deviation of the number of spikes elicited by 

passage of one cycle of a drifting grating through the 
receptive fields of 20 cat simple and complex cells. 

Over a range of contrasts between threshold and 
saturation, the standard deviation increased as a 
power function of the mean with exponent in the 
range 0.5-0.7. Green and Swets (1974) used signal- 

dependent noise at the output of the energy detector 
to model Weber’s law for pure-tone intensity discrim- 
inat~~~. The compressive ~o~lj~~3~jF~ Is shown in 

Fig. 4 rather than signal-dependent noise for easier 
comparison with existing models of contrast discrim- 
ination [see below). 

Finally, the observer’s decision in a psychophysical 

task is based upon values of the binocular output. 
For example, in a temporal, two-alternative forced- 
choice trial, the observer chooses the interval in 
which the value of the binocular output is greatest. 

Some of the properties of this model that are 
relevant to binocular summation and contrast dis- 
crimination are summarized below. Proofs are not 
given, but the computations closely fallow those 
presented by Green and Swets (1974, Chap. 8). 

For a given stimulus, the mean value of the integra- 

tor’s output is equal to a constant (whose value 
depends on stimulus size, filter bandwidth and noise 



spectral density, and is significant only near thresh- 
old) plus a term proportional to squared contrast. 
Accordingly, the mean value uf the b~n~~ul~r sig~nai 
is equal to a constant pIUs a sum of terms that are 
proportional to left and right squared contrast. This 
is suggestive of the basis for the quadratic summation 
behavior af the binocular energy detector. It is im- 

portant to note that this behavior depends truciaIIy 
on the existence of the square-bow no~~~near~t~ prior 
to the paint of binocular combination. 

Computations show that this version of the energy 
detector manifests all the forms of quadratic sum- 
mation described in earlier sections for detection and 
discrimination-thy ,_,I”; relation between m~nocul~~r 
and binocular thresholds~ parallel psychometric func- 
tions for m~nvcular and binocular detection, simple 
n’ summation, parallel and nearly overlapping mon- 
ocular and binocular discrimination functions at high 
contrast, and the marked differences between di- 
choptic and monocular discrimination functions. If 
contrast magnitude judgments depend on the mean 
value of the binocular output. the model pr~dj~ts the 
quadratic form of suprathreshold binocular contrast 
matches and the relation between monocular and 
binocular contrast magnitude estimates. 

Several models have been proposed recently to 
account for the shape of contrast-discrimination 
functions (Legge and Foley, 1980; Carlson and Co- 
hen, 1978; Wilson, 1980; Burton, I98 I ). These models 
all have some form of nonlinear relation between 
interval response and stimulus contrast, as well as 
one or more sources of internal noise. They bear a 
close resemblance to the energy-detector model. 

According to the Legge and Foley model, the input 
is first passed through a linear spatial-frequency filter. 
identical in ~on~ept~o~ to the band-pass filter of the 
energy detector. The filter’s output is subjected to a 
nonlinear transformation. The input/output relation 
of the nonlinearity is positively accelerated at low 
contrasts and compressive at high contrasts. The 
accelerating portion of the nonlinearity is described 
by a power law with exponent 2.4. quite close tu the 
value of 2 expected from a ~qu~re-~~w device, The 
compressive portion of the nontinearity is described 

by a power law with exponent 0.4. The model 
presented in Fig. 4 has two power-law trans- 
formations in tandem with an overall exponent of 
2 x 0.2 = 0.4. En this respect, the hjgh-contrast be- 
havior of the energy-d~t~tor model in Fig. 4 is 
identical to Legge and Foley’s nonlinear transducer 
model. The advantage of the energy-detector model 
in the present context is that it permits the binocular 
combination to take place urfrer the squaring but 
btlfore the compressive transformation that limits 
su~rat~r~sho~d dis~rimi~a~~on ~erfo~a~ce. This 
means that the model accounts for both quadratic 
summation phenomena of binocular interaction anti 

characteristics of contrast discrimination. Finally. iI 

should be noted that the integrator in Fig. 4 has as 
its ~o~nt~r~art a form of spatial ~um~~~~~~ in the 
t”oue and F&t model. =-Zc-’ 

In short. the recent models of contrast discriml- 
nation, and in particular the Legge and Foley model. 
are highly similar to the energy-detector model of 
Fig. 4. Both types of models account for the accelet- 
ated form of the contrast-detection ~sy~hometr~~ 
function, the linearity of the inurement-detention 
psychometric function, the dipper shape of the 
contrast-discrimination function, and the 0.5power 
law of suprathreshold contrast discrimination. 

ft may be concluded that the model diagrammed in 
Fig. 4 represents a synthesis of models of binocular 
contrast summation and contrast coding that pro- 
vides a first-order account of a diverse set of contrast 
phenomena. 

The energy-detector model of this s&on should 
be distinguished from a model based on fuminous- 
energy summation. A~ca~di~g to the fatter, l~~ino~~ 

energy that is presented to ~orres~ondi~~ regions of 
the two retinas is summed linearly. Therefore, a given 
quantity of luminous energy at monocular threshold 
can be divided equally between the two eyes and 
remain at binocular threshoid. The most direct trans- 
lation of this model to the domain oi contrast would 
require that the two eyes linearly sum c~)ntrasts. This 
is certainly inconsistent with the evidence for 

quadratic summation. However, if we rl&ne cmrrtrst 

energy to be the integral over space and time of the 
squared contrast function, then the binocular energy 
detector of Fig. 4 t&s sum &o~Frast energies from the 
two eyes. In fact. the term “energy detector’” is used 
because of the computation of an energy-like quan- 
tity in the model. 

The energy-detector mode1 has been used widely in 
auditory psychophysics, but less often in vision. 
Rashbass (1970) used a variant of the model to 
account for the detection of brief l~rnin~~~~ ~ha~~~s 
separated by different durations. His model included 

a linear, band-pass, temporal filter, ;h square-la\+ 
device, integration over time, and a threshold device, 
but no explicit sources of noise. The model was not 
applied to spatial contrast, binocular i~t~ration or 
dis~r~rn~~~~~on~ 

As Rashbass (1970) pointed out, there is an ab- 
sence of quantitative physiological evidence for neu- 
rons with square-law input/output lunctions. How- 
ever, a square-law might be synthesized in a number 
of ways from an ensemble of neural responses. As an 
illustration, suppose that a given set of neurons 
exhibits a linear relation between response R (spike 
rate) and contrast C. Let the neurons have staggered 
thresholds so that they operate over different ranges 
of contrast, Assume that the number iv of a&h-e 
neurons is proportional to the contrast Ieve! C. 
Then, the overall response, summed across all 
active neurons, is equal to NR and is pro~or~~o~~~~ 
to r’. 
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Quadratic summation is a rule that describes bin- 
ocular contrast s~rnmat~~~. ft is a special case of 
vector summation. ln the geometrical model of 
Fig. I, quadratic summation is represented by an 
angle of 90’ between Fht: ieftt-eye and right-eye com- 
ponents. If vectors of length C, and C, are added at 
some arbitrary angle a, the length C of the sum- 
matins vector is given by 

When n = 0. we have linear summation and 
c = C, -+. c,. When N = 90’, we have quadratic sum- 
mation, and C’= (CL)‘+- (C,)‘. Curtis and Rule 
(1978) were able to fit binocular brightness mag- 
nitude estimates with a vector summation of mon- 
ocular bsightnesses. Their data required an angle a 
equal to t 13>. It is possible that some angle different 
from 90’ would provide an overall better fit to the 
variety of data discussed in this paper. If SO. 

binocular-cuntr~~st ~~~rnrnation could be described as 
vector summation with the specified value of angle a. 
However. simplicity of conception and calculation 
argue strongly for quadratic summation as a starting 
point. 

Many models have been used to account for phen- 
omena of binocular summation. Probnbilir,’ SUYII- 
~r~f~~~~ and the ~~~i~~~r~~~~~~ ~~~~i~~ described by Green 
and Swets (1974, Chap. 9) are among the most 

common. Neither of these models adequately de- 
scribes monocular and binocular contrast-detection 
data. For a detailed discussion, see Leg 

Squared terms often appear in weightcd- 
summation models of binocular brightness combina- 
tion. For example, according to Engel (1967, i969), 
binocular brightness BB is a weighted sum of mon- 
ocular brightnesses B, and B, 

(BflY = (IV,&)? f (W,B,)‘. 

The wej~ht~ng ~~e~~~~~F~ W{_ and CV, are rehired to 
the integral of a squared autocorrelation function 
computed across space upon some function of bright- 
ness. The model appears to account for some binoc- 
ular brightness phenomena, but, as pointed out by 
Blake and Fox (1973), is hard to distinguish from the 
much simpier luminance-averagjn~ modei of Levelt 
(1965). The weighted-summation models of binocular 
brightness are not immediately applicable to de- 
tection or djscrim~nati~n data. Moreover, Legge and 
Rubin (1981) concluded that weighted-summation 

“Impkit in this ~~a~it~tive model is a form of half-wave 
rectification. The model would require that the mon- 
OCLIhr channek in Fig. 4 give no response to a sine WdVe 

Shifted 1230’ from the op~irn~~ phase. It would a]So 
require spatial-frequency selectivity (presumably a prop- 
erty of the band-pass filter) because the disparity 
corresponding to a ISO” phase Shift would depend on 
the Spatial rrequency. 

models do not give an adequate description of their 
binocuEar contrast matching resufts. 

Campbell and Green (1965) developed the first 
threshold model of binocular-contrast summation. 
According to their model. monocular signals are 
added linearly to form a binocular signal. The mon- 
ocular signals are perturbed by independent sources 
of Gaussian noise. The addition results in a binocular 
signal-to-noise ratio that is k 17 times grea,er than the _ 
monocular signal-to-noise ratio. This t 2 factor ac- 
counts for the difference between monocular and 
binocular contrast thresholds. Implicit in the model 
is a linear relation between n’ and contrast. Such a 
relation is inconsistent WiFh the accelerating psycho- 
metric functions measured by Legge (1984). More- 
over, the model has not been developed to deai with 
discrimination data. The binocular ener~~-d~~e~~~r 
model of Fig. 4 is really an elaboration of the 
Campbell and Green model that takes these lim- 
itations into account. 

The treatment of binocular summation given in 
this paper is limited to cases in which the monocular 
st~n?~l~ differ only in contrast. A more complete 
treatment would take into account differences along 
several stimulus dimensions, including spatial fre- 
quency, orientation and disparity. Since there is 
ample evidence for visual selectivity along all of these 
dimensions, it is likely that such a treatment would 
involve channel theory. Co~sid~r~ for e~amp~e, tiis- 
puri!_~. When identical sine-wave gratings are 
presented to the two eyes but with unequal phase 
relative to the ~xatio~ points, no~zer~ disparity is 
introduced. The observer perceives a sine-wave gra- 
ting that lies in depth relative to the pIane of fixation. 
Psychop~ysjcai evidence for disparity selectivity 
comes from adaptation studies (Blakemore and 
Hague, 1972; Felton et nl., 1972), and noise-masking 
studies (Rubin, 1983). The binocular energy-detector 
model might be extended to account for disparity 
selectivity by assuming the existence of two such 
detectors working in parallel. One of the detectors 
would be tuned to zero disparity. The second would 
be tuned to a disparity corresponding to a 180’ 
relative phase shift but other~vi~~ would operate fike 
the first. Fur a given stimulus, the relative activity of 
the two detectors would convey disparity informa- 
tion. Since a 180’ phase-shift of a sine wave is 

equivalent to a sign reversal, rhe two detectors would 
be tuned to sums and differences of binocular com- 
binations of sine-wave stimufi.* This scheme is qual- 
itatively similar to the two-ch~Rne1 modei proposed 
by Cohn and Lasley (1976). Their model was devel- 
oped to describe threshold data for binocular combi- 
natians of ~~rn~nance increments and decrements. 
They proposed that separate channels compute the 
sum and difference of the inputs. and that the infor- 
mation from the two channels is opt~rn~I~y pooled. 
Quantitatively, their model does not account for 
many of the quadratic summation phenomena of 
contrast because their channets are linear. 
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In the binocular energy-detector model, all infor- 

mation presented monocular1~ is funneled through a 
single, bi~~~iar conduit. As a result, it does nor 
include provision for strictfy monocular pathways, 
for which there is some evidence. For example, at low 
spatial frequencies, subjects can apparently identif! 
the eye of origin of a monocular signal (Blake and 
Comack, 1979). Quadratic s~mmatiun does not pre- 
clude the existence of monocular pathways, but does 
suggest that the variety of phenomena discussed in 
this paper reflect properties of the binocuiar pathway. 

The value of quadratic summation as a description 
of binocular contrast summation is two-fold. First, it 
provides a parameter-free recipe for binocular combi- 
nation in terms of equivalence relations between 

monwxiar and binocular contrast. Second, it is very 
simple, and gives a reasonable first-order account of 
a variety of binocular contrast summation phen- 
omena. The value of the binocular energy-detector 
model is that it accounts for quadratic summation 
and properties of contrast discrimination within a 
single theoreticaI framework. 
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